AD/A-005 040

COMPUTATIONAL UNDERSTANDING
ANALYSIS OF SENTENCES ANT CONTEXT

STANFORD UNIVERSITY

PREPARED FOR
AbvANCED RESEARCH PROJECTS AGENCY
NaTIONAL INSTITUTE oF MENTAL HEALTH

May 1974

DISTRIBUTED BY:

NS

National Technical Information Service
U. S. DEPARTMERT 9F COMMERCE




UNCLASSIFIED

SECURITY CLASSIFICATION OF THIS PAGE (When Dete Entered)

- READ INSTRUCTIONS
T, REPORT NUMBER 7. GOVT ACCESSION NOJ| 3. RECIPIENT'S CATALOG NUMBER

STAN-CS =Tk ~b37 GD/ B-205B94

TITLE (and Subtitie) 5. TYPE OF REPORT & PERIOD COVERED
COMPUTATIONAL UNDERSTANDING: ANALYSIS OF technical, May, 197k

SENTENCES AND CONTEXT. 6. PERFORMING ORG. REPORT NUMBER

STAN=-CS-Th=437

AUTHOR(s) 8. CONTRACT OR GRANT NUMBER(s)
Christopher Kevin Riesbeck DAHC 15-73-C-0435
MH 066/.5-13

10. PROGRAM ELEMENT. PROJECT, TASK
APEA & WORK UNIT NUMBERS

PERFORMING ORGANIZATION NAME AND ADODRESS
Stanford University

Computer Science Department
Stanford, California 94305

1. CONTRPLLING OFFICE NAME AND ADORESS 12. REPORT DATE
ARPA/IPT, Attn: S. D. Crocker May, 1974
1400 %ilson Blvd., Ariington, Va. 22209 13. NUMBEFR JF PAGES
<50
14, MONITORING AGENCY NAME & ADDR ISS(if different from Controffing Office) . 3ECURITY TLASS. (of thta report)
ONR Representative: Fhilip Surra
Durand Aeronautics Bldg., Rm. 165 Unclassified
Stanford University 15a. DECLASSIFICATION/ DOWNGRADING

G . e SCHED
Stanford, California 35305 uLe

- DISTRIBUTION STATEMENT (of tMs Report)

Rz .easable without limitations on dissemination.

. DISTR,BUTION STAT |€NT (cof the abstrect entered in Block 20, it difterent from Report)

. SUPPLEMENTARY NOTES

PRICES SUBJECT TC CHANGE

19.

KEY WORDS (Contirie on revetas side :f necessary and identily by block number)

20.

ABSTRACT (Continue on raverse side (f necesseary and identify by tlock number}

The poal of this thesis was to develop a system for the computer analysis

of written natural language texts that could also serve as a theory of human
comprehension of natural language. Therefore the construction of this

system was guided by four basic assumptions about natural language compre-
hension, First, the primary goal of comprehension is always to find
meanings as soon as possible., Other tasks, such as discovering the syntactic
relationships, are performed nnly when essential to decisions about meaning.

Second, an attempt is made to understand each word as soon as it is read, (conjinued)
FORM Repeiodured by * - - -
DD .\ an'7s W73 NATIONAL TECHNICAL ¢ | UNCLASSIFIEL
INFORMATION SERVICE SECURITY CLASSIFICATION ~F TRIS PAGE (When Data Entered)

1} § Decartnent of Commerce
Spriagfield VA 22151




STANFORD ARTIFICIAL INTELLIGENCE LABORATORY MAY 1974
MEMO-AIM238

COMPUTER SCIENCE DEPARTMENT
REPORT NO. STAN-CS-74-437

COMPUTATIONAL UNDERSTANDING: ANALYSIS OF SENTENCES AND CONTEXT

Christopher Kevin Riesbeck

Abstract:

The goal of this thesis was to deve'op a system for the computer analysis of
written natural lanyuage texts that could also serve as a theory of humzn
comprehension of natural language. Therefrre the construction of this syatem
©as guided by four basic assumptions about natural language comprehension

First, the primary goal of comprehension is aluays to find meanings as sco.
as possible., Other tasks, such as discovering syntactic relationships, are
performed only when essential to decisions about meaning. Second, an attempt
is made to understand each word as soon as it is read, to decide wuwhat it
means and houw it relates to the rest of the text. Third, comprehension means
not only understandina what has been seer but also predicting uhat i3 likely
to be seen next. Fourth, the uwords of a te.t provide the cues for finding the
information necessary for comprehending that text.

A dissertation submitted to the Oepartment of Computer Sciences and the
Committee on Graduate Studies of Stanford University in partial fulfiliment -
of the requirements for the degree of Doctor of Prilosophy.

This research was supported in part by the Advanced Research Projects Agency
of the Office of the Sccretary of Oefense under Contract DAHC15-73-C-8435 and
by the Nationai Institute of Mental Health Contract MHBE645-13.

The vieus and conclusion; contained in this document are those of the authors
and should not be interpreted as necessarily representing the official
policies, either expressed or implied, of the Advanced Rescarch Projects
Agency or the U.S. Government.

Reproduced in the USA. Available from the National Technical Informatior
Service, Springfield, Virgiria 22151.

4

n



UL

s

ACKNOWLEDGMENTS

While taking full responsibility for the failings
of this thesis, I would like to thank those who valiantly
t-ied to cave me from my erring ways.

Most of all I would like to tham% Professor Roger C.
Schank under and with whom I 'ave worked for four years,
Both his approach to computational linguistics in general
and his own work in particular form the basis for the work
described here. And any patches of clarity in the prose
that follows is the result of his persistence.

Gratitude is also owed to the other two readers of
this thesis, Professors Jerome Feldman and Cordell Green.
Their comments on the first part of this thesis led to the
work described ir. the second part. Professors Kenneth
Colby and kEve Clark also provided many comments and critij-
cisms of the firs: part of this thesis.

I'm grateful to Neil Goldman, Paul Martin, Charles J.
Rieger III, and Dr. Manfred Wettler for many discussions
about memory processes and language comprehension. I am
~l1so grateful to Dr. Wettler and the Istituto per gli studi
semantici e cognitivi for the opportunity they gave me to
work on computational understanding. And 1'd like ‘o thank
Kathleen Zeisler who transformed an ungodly mass of scrib-
blings into legible copy.

Unfortunately I must report that my work in the last
stages was severely hampered by the distracting presence

o. one Suzanne Barrett. It is fortunate for her that 1

am not one to hold grudges

iij




2
3

R

LKL

T A

T T L

e

i

| T A

TABLE OF CONTENTS

ACKNOWLEDGMENTS

TABLE OF CONTENTS

CHAPTER 1 INTRODUCTION
1.1 What It's About

1.2 Computational Understanding
1.3 Aspects of this System

1.4 What This System Does
PART 1

GUI(DE TO PART I
CHAFTER 2 SENTENTIAL ANALYSIS
2.1 Introduction to Sentential Analysis
2.2 History of the Analyzer
2.3 The Program Itself
2.4 Overview of the Analysis Process
2oB Sense Versus Meaning
“HAPTEPR 3 PREVIOUS WORK
CHAPTER 4 BASIC IDEAS IN THE ANALYZER
4.1 Goals and Assumptions
4.2 Pattern Matching
4.3 Ambiguity
CHAPTER § CONCEPTUAL DEPENDENCY
5.1 General Aspects
Do & CD Elements
5.3 CD Structures

iv

|
|
;
|
|
|
i

iii

iv

S GO

[

17

19
22
27
29
33

35

47
52
54

56
59
63

e




CHAPTER 6 SENTENTIAL ANALY:IsS NECHANISMs

Overview of Expectations and Actions
Analyzing with Expectations

Features ang Expectations

Functions jip the Analyzer

Conceptual Semantics

The Monitor

G\G\C"‘.\O’\O’\
mw&wl\)i—'

CHAPTER 7 EXAMPLES

CHAPTER 8 MULTI-SENTENCE ANALYS1IS
8.1 Introduction

8.2 Modificationsg to the Analyzer

8.3

Examples of Text Analysic

CHAPTER g9

REVIEW oOF Ty ANALYZER

PART I1

GUIDE TO PART 11

"HAPTER 10 NTRODUCTION ToO EXTENPED ANALYSIS

“HAPTER 1]

CONTEXT

1.1 The Word "Context"
1.2 Contextual Effects
3

i

1
) © The Context Cluster

"APTER 1?2 EXTENDED ANALYS1IS MECHANISMS
12.1 Overview of Extended Analysis
12.2 A Flow Table for Extended Analysis
12.3 Needs and Expectations
12.4 Internal versus External Needs
12.5 Traps Versus Needs
12.¢6 The Foecus of g Test
12.7 Forms for Needs and Requests
12.8

Example Definition Usin

g Needs

CHAPTER 13

THE EFFECT OF KNOWLEDGE ON ANALYSTIS

13,1 Texts and Needs

13.2 Texts and Stories

13.3 Patterns and Predictions

13.4 Conceptual Requests to Language Requests
13.5 Preference: Sense Choice

13.¢ Preference: Example Analysis

13.7 Preference:

Following a Chain

74
52
83
84
92

98

130
132
135

146

151

15¢
158
l61

1¢e
17

17¢
179
182
184
186
189

193
195
202
203
“07
212
216




NTWWWWWWWWWWW"”"'WWWWWWWWWWWWWWWW

CHAPTER 14 REVIEW

14.1 Observations
14.2 Future Work
14.3 Summary
14.4 Conclusions
REFERENCES
vi

221
227
236
239




i
"

LT O e

B TOAR T

o

AT

A

T e Ty

sl el

CHAPTER 1

INTRODUCTION

1.1 WHAT IT'S ABOUT

This thesis presents a system for understanding natural

language. By understanding, I mean the assignment of mean-

ing structures to pieces of natural language texts. The

particular meaning structures that we use will be explained

later, but for the moment assume that meaning structures

are symbolic representations of the concepts underlying

language. Computational understanding, as defined here,

is ths extraction of conceptual structures from input texts.
Tre thesis consists of two parts. Part I is about a

program for the meaning analysis of sentences. The program
assigns mzaning structures tc a wide range of sentences.
Typical of the class of sentences handled are the following:
John gave Mary a beating.
3111 prevented Rita from loaning the book by taking

the Look.
Rita advised Mary to drink the wine.
Did Bill know that John was hunting?
The surface syntactic structures of these sentences are

fairly simple, hut it is the complication in their meaning

structures that makes these sentences interesting.

Part 11 is not about a program but avout a broader

theory, hased on the analysis program presen*ted in Part I.

The topic of Part 11 is called extended analysis. Extended

analysis 15 a system of organization %y which the meaning

¥
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Structures and the structures representing the analysis i
processes are tied together. Lxtended analysis processes
can directly affect not only static meaning structures but
the flow of analysis itse:f. They handle multi-
sentence texts, treating them as coherent entities, just
as the sententiai analyzer treated sentences as coherent
entities. The discussion of extended analysis treats in
detail two sentence texts such as:

Jolin hated Mary. John gave Mary a sock.

] John was feeding the deer at the zoo. John gave

a buck some sugar.

John saw a beggar on the street. John gave a buck
to him,

~ Part II also treats, in broader terms textec in general,

how they are understood as coherent units, and how the
analysis of one part of a text affects the analysis of other
parts of that text. Some of the work that was the impetus
"o Part II is embedded in Part I.

! Contexts have been used in the analysis program to

guide the analysis pro:ess, and how this guiding occurs is

one of the main topics cf Part II. So,

in a larger sense,
what is presented hete is not only a program for the analysis

of sentences, but a t.ieory of contextual effects on this
analysis,
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1.2 COMPUTATIONAL UNDERSTANDING

There is not much need to explain why we might want
a program that can understand natural language input. We
just h~ve to start listing phrasecs like machine translation,
question-answering, m2n-machine interaction, computer~aided
1ns .ruction, and 50 on. Common to all of these is the need
tor programs tnat can respond in useful ways to information
expressed in a natural language.

However 2 computational understanding (CU) program
can pe more than just a program that responds usefully to
natural language input. Tasks like the above determine
what raosults a program must achieve, but they do not nec-
essari ; deta2rmine the methods a program can use to achieve
these results, We have had as a goal in this work a CU
system that could also be a model of human comprehenzioa.

Given the obvious facts that computers aren't built
from neurons and people don't have magnetic memories, what
does it mean to say that a computational process is a model
of a human one? The definition here wili be that ore pro-
cess models another if the same decisions occur in the same
crder and for the same reasons in both processes. A decision
is an action of the form "I choose to believe X because 1I

pelieve A, B, C, etc," X, A, B, C, etc. are descriptions

©f sivuations. Naturally the representation of these des-~

cripticns will not be the same in a program as they are in
a brain. But we can equate statements in a representation
with beliefs represented in whatever way they are in the
brain.

When a CU system, that is supposed to be a model of

human language comprehension, processes a text, it produces

|
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a flow of decisions. This flow does not have to be identical
to the flow of decisions someone might follow when compre-
hending the same text. 1t is unlikely that any two people
process a text in exactly the same way. But we can, though
not rigorously, look at the flow of decisions and decide
if such a flow is consistent with what we know about human
comprehension, If a CU system consistently produces such
flows of decisions, then it constitutes a good model of
human comprehension.

The focus then is on the decision making that occurs.
That means that we are interested {n what decisions are
made, when they are made, and with what information they
are made. What kinds of structures are built--syntactic?
semantic? conceptual? When are they built--syntactic be-
forec semantic? while the text is being read? after the

text has been reread several times? On what information

are they built--syntactic structures? knowiedge abhout
politics?

A working CU system, one that produces acceptable paths
of decisions, must contain answers to all these questions.
It must have mechanisms that make these decisions. These
mechanisms, particularly if they seem consistent with a
computational model of memory processes in general, form
an hypothesis about the nature of the mechanisms that un-
derly human decision making.

In the next section the CU system of this thesis is
described in terms of the general statements the sy~stem

makes alout language comprehension and the mechanisms un-

derlving it,.

&




Ml

L B

%
|

1.3 ASPECTS OF THIS SYSTEM

Because our system is intend=d to be a model of human
language comprehension, its existence makes a number of
claims about the nature of comprehension. These claims
fall into two groups. There are claims about general aspects
of comprehension and there are claims about the specific
mechanisms of comprehension.

General Aspects of Language Comprehension

This system has the following characteristics, which

£ 3

I believe are proper for any model of comprehension:

1) Comprehension 1s treated as a motivated pro-
cess. It is driven by a constantly changing
set of goals. These goals treat comprehension

as a process of filling out a larger structure.
This structure is a picture of where the dis-
course is going. If such a picture does not
exist, there is a drive to find one. These
drives motivate comprehension at all levels,
from the choice of 2 meaning for a word to
assumptions about the intention of a text.

2} The process of comprehension is not divided
into separate modes of operation. There is
not, for example, a syntactic phase which pre-
cedes a semantic interpretation phase. Nor
does comprehension switch back ard forth be-
tween phases like these. Instead, anything
can happen at any time. At any point in the
flow of analysis, there are operations manipu-

lating concepts as well as operations interpret-

ing individual words,

5
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3) The knowledge gained at one level in the an-
alysis system diffuses at once throughout the
rest of che 'ystem. Comprehension involves
many diZferent levels of activity., New words
are read in. New assumptions about the future
of the discourse are made. But whenever some-
thing is added or deleted due to this activity,
the news of this change is made available to
all the other processes.

4) Comprehension is concerned ith two important
tasks. One is finding information relevant
to the process of interpretation. The other
is removing information that no longer agplies.

5) There is a clear distinction between static
knowledge and process knowledge. For example,
the dictionary entry for a word ii1 the analyzer
may contain process knowledge. This entry
makes no sense when considered apart from a
flow of analysis.

©) The comprehension Process is cpecified in terms

of mechanisms consistent with a more general

model of memory processes. The forms for
representing static knowledge is likewise con-
sistent with such a model.

Specifi- Mechanisms

We can characterize the proce s of comprehension as a

process of applying dynamically se.ected pieces knowledge

to a coatinuing : ream of language input. Dynami: selection

mz2ans that there must be mechanisms for moving infori.ation

in and out of active participation in the comprehension

pProcess.
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Further, comprehension ha- two dimensions. It has a
dimension of tim.. We say that an analys:is begins at one
point in time &:1a e-ds at some later point. It also has
a dimension of depth. We say tha: an analycis begins at
the surface (i.e. the word) and ends at some deeper level
of conceptual abstraction. There must be mechanisms for
moving the dynanically selected information along both
of these dimensicns.

These tasks are done in the system by severa. basic
kinds of data and control structures:

1) For accessing information--Associations are
used for accessing infarmation, Knowled e
about the comprehension of a language is
acsociated with word senses. These senses
contain two tyr:a:s of Structures. There are
Structures of c*tatic forms and Structures of
active instructions. Both of these structures
assume that, when the word is read and these
structures are activated, there will be other
sStructures eithey already present or to cone.
These other structures will affect and pe
affected by tue Structures that make up the
sense 2f a word. %e cannot talk about the
meaning of a word ¢itside of the flow of
analysis because the seaning is the flow of
analysis,

There is more knowledge about ccmirehension
associated with certain words and concepts,
This knowledge is about the larger picture that
should guide the flow of analysis. The informa-
tion is represented as sequences of natterns,
and the positions in a sequence provide slots

in which to place the results of analysis.
7
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For passing information through time--The
mechanism for passing information from one
point in the analysis to a later pecint is
the expectation. An expectation cansists of
a specification of a situation and a specifica-
tion of what to do if that sitiation is en-
countered. The expectation is a prediction
that the situation specified will occur. 2:
the same time, the action specified is informa-
tion that is Leing carried along in time. It
is irf{ormation about wiiat the predicted situa-
tion means to the process of comprehension.
For passing information from level to level--
Two mechanisms are used to pass information
from one level of thought to another. One is
the expectition. The expectation can Fass the
information that one type of structure exists
by con<tructing a structure of another type.
The other mechanism for passing informa-
tion is called the rneed. When a structure
exists but is incomplete, a need is generated
to fill this gap. That is, a signal is gen=
erated thati something should be done to fill
that gap. This signal is passed from whatever
level of abstraction that the structuge is on
towards the language level. The presence of
a need alters the flow of analysis such that
if the need can be filled, it will be.
For removing information--Information is removed
in two ways. First, when a large structure

specifying an overall picture is contradicted
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by the results of an analysis, a new structure
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must Eé found. The removal of the o1ld structure

removes with it all the static forms and active

i

instructions it may have included. It also

W
Ll

removes the needs that the incomplete static

forms generated.

P
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The filling of gaps is the second mech-

anism for removing information. A need dis-

e
I

appears when the form it came from disappears

A need also disappears when the gap generatinag

W

it has been filled. When needs disappear, the
: 2 alterations those needs caused on the flow of
analysis cease.

The system for comprehension thus consists of structures

of static forms and of expectations. The expectations,
originating primarily in the senses of words, specify the
active instructions for analy; sis. The mechanism of the need

; . forms the link by which the static forms communicate with

7 these expectetions. Associations between words and structures

and associations within structures themselves, provide the

paths by which the information is found and later collected
together and removed. The organization of knowledge into

these structures, the drive to complete partially filled

forms, and the making of expectations, all bhelong to a set

of reasonable general memory processes.

L
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1.4 WHAT THE SYSTEM DOES

Since only Part I of this thesis 1s programmed as yet,
we can only talk about output from the Part I form of the
analyzer.

Thhe analysis done by the program of Part I is one of
comprehension rather than of parsing. The cutput of a simple
sentence like "John gave Mary a book,” for example, is
not a description of the syntactic selationships between
the words appearing in that sentence. 1In fact, none of the
words in the senter.ce appear in the output. nstead the
output is a structure of concepts, involving a basic action
of transferral of ownershin. The ownership of an object
that is a book changes from a person named John to a person
named Mary. The person responsible for this change is the
same John who previously owned the book. Because the cut-
put of analysis is meaning and not syntactic structure, the
analvcer produces this same output for the sentence "Mary
received the book from John."

The meaning st.uctures will be described in detail
later, but an example ¢f what they look like can be given
here. We show here output produced by the analysis of a
rather long sentence. We chose a long sentence for two
reasons. First, the output from the analysis of this example
shows many of the different meaning elements that can be
used. Second, the example demonstrates that long sentences
are not a problem for the analyzer. This is because the
analyzer doesn't try to do the whole sentence at once, but
rather takes it piece by piece, as it reads the sentence
from left to right (although the output does not have to
appear in the same order--see the "prevent" example that

appears next).

10
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The sentence is : JOHN HURT MARY BECAUSE MARY INFORME
BILL THAT JOHN ADVISED RITA TO PREVENT BILL FROM BUYING
THE BOOK BY GIVING THE BOOK TO JOHN.

The output, obtained in 25 secounds of processing time,
is (comments in lower case):

TIM@O : ((VAL T)) This is e list of time
relationships. Every
event has a time which
TIMBZ : {{BEFORE TIM@1 X)) specifies when that
event occurred with

TIMPL : ({BEFORE . NIL))

TIM@3 : ((BEFORE TIM@@ X)) . |
TIM@4 : {((AFTER TIM@3 X))

TIM@S : ((AFTER TIM@3 X))

TIMPEG :  ( (BEFORE TIM@S X))

T {CON This part of the output

structure says that Mary

ACTOR MARY
({ACTOR (HERY) told Bill that...

(MTRANC)

TO

(CP PART (BILL))
FROM

(CP PART (MARY))

MOBJECT ...John had told Rita
{(ACTOE (JOHN) that...

>

(MTRANS)

TO

(CP PART (RITA))
FROM

(CP PART (JOHN))

11
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MOBJECT ...1f Rita gave the
book John...
( (CON ook to hn

T

( (CON
{ (ACTOR (R1ITA)
=

- (ATRANS)

TO
(JOHN)
FROM
{RITA)

OBJECT

(BOOK REF (THE)))

MODE
(NIL)

; TIME
% (TIMP6) )

ol ...then Bill would be
3 ( (ACTOR éggfﬁfbleaig.??y the book
i (ATRANS)
E OBJECT

(MONEY REF (A))

TO
(NIL;
] FRMY
; (BILL))
TIME
(TIM@S))

e

12
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((ACTOR (NIL)
)
(ATRANS)
OBJECT

(BOOK REF (THE))
TO
(BILL)
FROM
(NIL))
TIME
(TIMB5)))
MGDE
((NEG)))))
mC

( (ACTOR (RITA)HT (JOY)émm) F (JOY))
INC ...this would
make Rita
(2) happier.

TIME
(T1MB4)
MODE

(NIL)))))
MODE

(NIL)
TIME
(TIM@3)))
TIME
(TIM@2))

13
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(?%BN ((ACTOR (JOHN)d&==d (DO)) TIME (TIM@P) MODE (NIL))

FRCTOR (MARY) €27 (UNSPEC)) INC ﬁffi"iflnxzsf%:m
(-2) did something to
T IME hurt her.
(TIM@P)
MODE
(NIL)))
TIME
(TIMPQ)
MODE
(NIL))))

We said that the analyzer, in building a structure like
the above, went from left to right, but that *he output did
not have to reflect the order of things as presented in the
sentence. ihis is because the analyzer can operate freely
on structures like the above, redoing old parts as well as
adding new ones. For example, the analysis of "John pre-
vented Mary from going to the store by taking the bicycle"
involves building one structure, and then modifying and ex-
panding subparts of that structure. "John prevented Mary"
is analyzed as "John did something which caused Mary to be
unable to do scmething." When "from" is read, it is assumed
that it introduces a clauce specifying what Mary can't do.
He'.ce, when "Mary going to the store" is analyzed, the mean-
ing structure is changed to "John did something which caused
Mary to be unable 7 go to the store." When the "by" is
read, it is assumed that it introduces a clause specifving
what John did. "Taking the bicycle" is analyzed and the
final meaning is "John took the bicycle which caused Mary
to be unable to go to the store."

The analrzer is not limited to verbs as a Ssource oOf

onzeptual frames. Fo: example in "John gave Mary a beating"
14
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the conceptual frame is Provided by "a beating”. The re-
sult of analyzing this sentence is the same as the regult
of analyzing "John beat Mary," namely that John hit Mary
fepeatedly.

The conceptual manipulations of conceptual frames can
be fairly complex. In "John gave Mary a headacha," "4
headache" provides the basic ctonceptualization, but several
things are added. First, of course, Mary has a headache.
Further, John did something to cause Mary to have a %nagd-
ache. Hence a specification of causation is added. Finally,
what was caused was not having a heac: :he, but rather coming
to have a headache. Hence the state of having a headache
beconmes instead a c¢hange to the state of having a headache.

During the analysis of 3 sentence, the analyzer makes
many predictions. For eXample, when "prevented" i{sg read
it predicts that "from" and "by" will introduce clauses
specifying what was prevented and how, respectively. When
"gave" is read it Predicts that noun Phrases for both a
human and a physical object will follow. that the human is
the recipient of "gave" and that the physical object 1is the
object. Thus the analyzer assumes ttat "Mary" is the re-
Cipient of “"gave" ip "John gave Mary...", but that "a
rock" is the Sbject of "gave" in "John gave a rock,..,."

To some extent, the analyzer as brogrammed already
includes contex+tual effects, although a Systematic treat-
ment of context is not given until Part 11, For example,
the sentence "John 33Vve Mary a sock" ig normally inter-
preted by the analyzer as meaning that John transferred
ownership of an jtem of footwear to Mary. If, hewever, the
analyzer had Previously handled a Sentence like "John hated

Mary," then it assumes that "John gave Mary a sock" means

15
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that John hit Mary. It does this using a prediction that
Johr will do something to hurt Mary because he hates her,
These then are some of the kinds of analyses that are
produced. The stress in all of them is on the construction
and modification of meaning structures. What is also im-
portant are the ways in which these analyses are achieved.

But to explain this, we must proceed to a fuller description

of the analysis process.
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PART 1

SUIDE TO PART 1

In Part I, we step back from the general claims of the
introduction and focus on the process of analysis more specif-
ically. In particular Part I is oriented around the descrip-
tion ©of a working analysis program. This program is de-
scrived in detail, giviny examnle analyses as well as the
definitions of words that led toc the analyses. This is
done ir Chapters 7 and 8.

Tne most compact and accurate way to describe the
analyses and definitions is to use the forms that the analy-
S1s program does. However, this requires that the reader
learn two "languages” first.

One ies the language of the representational system.
With this language we express the X, A, B, C, etc. in the
dezision "1 choose to believe X because I believe A, B, C,
etc.” This language is called Conceptual Dependency and
is described in Chapter 5. In Conceptual Dependency, be-
liefs are expressed using a smail set of language~free
objects and relationships. The goal of the analyzer is to
assign to a text a Conceptual Dependency Sstructure. This
structure should express a belief that is a reasonable in-
terpretation of the text.

The other language used expresses the active part of
the decisions, i.e, the "I choose to believe" and the "be-
cause I believe". The basic element of this language is
the expectation. An exXxpectation is a specification of a
situation ("I believe A, B, C, etc.") paired with a Specifi-

cation of an action ("] choose to believe X"ij. When the
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situation specifie” is encountered, the action associated
is performed. Malling a decision 1s therefore the trigger-
ing of an expectation, All this 135 described in Chapter o.
Chapters 2, 3 and 4 introduce and motivate the direc-
tions that the developments in Part 1 take. Chapter 4 is
concerned with the reasons why things are done the way they
are. Chapter 3 discusses briefly some of the alternative
approaches that could have been taken. And because therc
is a long stretch of theory (from Chapter 3 through Chapter
6), Chapter 2 offers some pictures of what it's ali about
for the reader to keep in mind. Of particular importance,
I think, is the flow table in section 2.4. The theoretical
discussion looks at the various functions one at a time,

but the flow table present: them in their ratural habitat,

working together in a flow of analysis.
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CHAPTER 2

SENTENTIAL ANALYSIS

2.1 INTPIDUCTION TO SENTENTIAL ANALYSIS

Describing the analyzer in detail means specifying two

aspects of it: the theory and the program. The program

can be specified by presenting the functions with which it
Ls built and showing how these functions are used in the
task of analysis. The program aspect of the . nalyzer oc-
cupies the latter two-thirds of Part I. Howe''er, the con-
struction of the prograr 1s not haphazard. +t is the pur-
pose of the first third of the description to present the
concepts and motivations about which the program is organ-
ized. This is the theoretical aspect of the analyzer. To
motivate this theoretical description, it is in turn help-
ful to talk briefly about the program to which the theory
leads. 1In particular much can be said about the program
from the outside without worrying about its internal machin-

ery.

The program has the following properties which dis-

tinguish it from other analyzers:

1) Its object is not to parse a sentence into a syn-
tactic structure, be it surface or deep. 1Its
goal is to discover the meaning of the sentence,
1n the context in which it appeared.

2) Even as a toul, syntax Plays a small role in the

analysis. Of greater importance to the pProgram
are the partial meanings that are found during

the processing. These provide much of the in-
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formation necessary for continuina the analyaas

3) There is not a clear division between lingutist:c
and non-linguistic knowledge. Beliefs and iu-
= ferences can play an importa. ~art in the deter-

mination of meaning. The rep:esentation used al-

lows t. e analyzer to interact when necessary with

a memory model.
4) The sentences understood are about human behaviox.

The program miakes assumptions about the normal re-

lationships involving people with other people,
and people with o.jects,

The expectatior is the basic mechanism used by the :ro-

gram. An expectation is a description of a sitiation that

e e

is recognized as likely to pecome true in the near {uture.

Further, as ociated with any expectation is a set of actions
to perferm, actions that are appropriate in the expected
situation. In general an expectation organizes information
so that one can respond appropriately to a situation as

soon as that situation is recogrized. The importance of

i e A R

an expectation is not just that it prepares a set of ac-

rtions for use if needed, but alss that it narrows how future

~ituations are perceived. An expectation looks only for

certain features and ignores any other features of the real

situation that may be present. In language processing, for
example, an expect2tion may predict that a certain preposi-
tion has some particular meaning, and thus the many other
possible meanings will not be seen. While we can imagine
expectations for many situations, of concern here are those
expectations that are clo.ely related to language compre-
hension, as well as what their sources and their effects
are.

The demon nechanism found in Charniak (1972) is similar

20




to the expectation. Charniak uses expectations about human

behavior in specific context to help solve problems of

anaphora. However, language processing is byparsed and the

semantic representation for *+' - demons is not generalizable

beyond the particular examples considered.

The program here depends upon the use of a general

representacional system for meaning. Expectations about

real world situations can be described in many different vy

ays

in English, but the program must be able to recognize these

situations no matter how they are described.

AL

Further, with

a neaning representation, it is Possible for an expectation

to be generated from a non-linguistic source and still bea

= able to communicate with the analysis. For example, if I

hear the sentences "Jchn was hunting. He shot a buck," 1

Wwill interpret the second sentence as meaning John shot an

animal, not that he spent a dollar. I would make this same

interpretation for the same reason~-i.e. from the same

expectation-~if 1 saw John coming out of the woods with a

rifle in his hands, and he told me he'd shot a buck.
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1D HISTORY OF THE ANALYZER

The description of the theory and programming of an
English analyzer will be a static one, tnat is, it will
look at the system as something in one fixed and final form.
But this kind of description omits important aspects of the
topic just as much as a synchronic description of a languan~:
omits important aspects of that language. For example, a
static image cannot show whether the system is a blueprint
for future work or the product of pvast effort. And it is
important to know this when trying to decide if the claims
made for the system are just beliefs or if to some extent
they have been substantiated or inspired by actual exper-
ience. For this and other reasons, a brief history of the
growth of the analyzer will be given before the more detailed
description of its workings.
The work on this particular system took place over a
one vear pericd at Stanford University. Prior to this
there had been an analyzer written (see Schank and Tasler ¢ 9%
which also went from natural English sentences to Concep-
tual Dependency representations, but beyond this common goal
there is no real connection between the two efforts.
The stages of development of the Program were:
1) A general ocutline of an approach to analysis-
At this time, fairly general assumptions were
made about the purpose of writing an analysis
program, and what sorts of prohlems of language
analysis should be focussed on,. Alsoc at this

stage a simple control structure was decided

[ 8]
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upen such that most of the programming work
work would be in the form of dictionary ex-
pansion. Finally, certain specific sentences
exemplifying the kinds of problems of con-orn
were chosen 13s the initial goals of the pro-
gramming.

Writinag the program-First a very small contrel
program was wricten. Then the simplest of

the sentences from stage (1) was chosen ("Jchn
gave Mary a book"), After deciding what seemed
to be occurring during the analysis of the
sentence, definitions for the words in the
sentence were written that would follow the
same path of actions. Sometimes the defini-
tiens reguired new functions and the control
sStructure had to be expanded to be able to
handle them. The process of taking an examp’ 2
and expanding the vccabulary to handle it was
the basic means of growth in the analyzer.
Words were not considered by themselves Fkut

in their interaction with other words in speci-
fic contexts. The sentences chosen for each
iteration of the expansion were intended to be
as different from the previous nnes as possible,
in terms of the kinds of processes invoked.

An important step in the expansion loop was to
test the program on a file of previcusly re-
solved examples. Though chkanges in the analy-
2er were normally made only to definitions of
specific words and hence did not affect the
actions of other parts of the araly:cer, still

it did happen that an injudicious sharing of
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global variables or something similar led to
tiie destruction of previous successes, The

corrections required were never important the-

oretically however. ’

E
E
E

3) MARGIE-The next stage involved the addition
of a motivation for choosing sentences for the

expansion process., Being developed concur-
i rently with the analyzer were a deductive meirory H
system using Conceptual Dependency represcu-
tations as input and output and a generator
using Corceptual Dependency representations
as input and English sentences as output. It

was decided that the three programs shoxld have

a common data base s. that they could be used

as one entity. However, no particular domain

1 LT

of discourse was chosen. Rather, for each of

T

the programs, sentences and conceptualizations

that demonstrated ‘mportant features of it

were picked by the worker developing the pro-
gram. The othar programs were then extended

where needed to allow these demonstrations.

i e Tl P R

4) Diplomacy-At approximately the same time as
stage (3) a different motivation was applied

o the choice of sentences in the expansion

T A A

process. In contrast to stage (3) where the 1

interest was in demonstrating directly certain
b aspects of the system, in stage (4) the inter-

3 est was in handling a specific task domain.

i The domain was the game Diplomacy. Diplomacy

F although a board game, differs strongly from
others like chess and go in that it depends

heavily on interpersonal communication. Fur -
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ther, success in the game depends primavilw

on being able to influence, honestly or d1s=-
honestiy, other veople to do what you want,
and at the same time judge how and why some-
one else is trying to use you. Hence there

is a great deal of concern with human percep-
tion and comnhunication of human behavior. A
number cf words were added to the Analyzer's
vocabulary to help it to deal with chis Jo-
main. All of the work on this parcvicular ex-
tension of the analyzer was done by Paul Martin,
basing his choices on Sserntences that had been
recorded during actual Diplomacy games between
human players.

Description-There ig a very noticeable effect
upon the develupment of a System when the de-
signer has to stop, or-anize, and summarize the
system .n order to describe it and its goals

to other peaple. This work on the analyzer
has been described in Successively greater
detail in the following papers: Goldman and
Riesveck (.973), kiesbeck (1973), and now here.
Not only are oversights and ad hoe measures
suddenly made embarassingly clear, but more
importantly patterns are seen, initial assump-
tions are clar fied and generalized, and a bet-

ter view of where to 70 next is obtained.

What follows therefore is the result of these five
stages of work. The Program itself has beep expanded and
modified at each point. The functions described are the
ones that were found necessary as the stock cf examples

The theoretical implications of -arious aspects of

LN
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the program are also the outcome of these five stages, In
particular mest of the relationships between standard linguis-
tic concepts and elements of the analyzer were realized dur-
ing the descriptive stage of development, And finally the
form of the description of the analyzer is a product of the
way the analyzer grew ard also of the previous attempts to
describe it. Specific fuactions appear before their use in
structures, so that these structures can be given conpactly
and exactly. The theory appears before the program because
much of the theory was developed first and shaped the program
in crucial ways. And an overview appears before the theory

to suggest the nature of the concepts with which the theory

is concerned.
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2.3 THE PROGRAM ITSELF

The program itself is in two parts: a monitor and a
dictionary. It rirns on the Stanford PDP-10 system at the
Stanford Artificial Intelligence Laboratory. ‘'he dictionary
1s written in Lisp 1.6 (see Quam and Diffie (1972)) while
the control program is in Mlisp (see Smith (1970)), an
Algol ~like language that is translated into Lisp l.6. For
normal expansion and debugging an interpreted version of
the conrtrol program is used, while for demonstrations a
compiied copy is made,.

Because the program was not designed with a specific
task domain 1n mind, nur to be impressive in demonstrations,
nor to stuay the difficult questions of large data base man-
agement, the vocabulary ic fairly small. There is a core
of about €0 verhs rlus their atterdant prepositions, and
enough nouns and adjectives to censtruct long sentences
without beirg forced to unnatural actors and objects. be-
cause of the princip.es guiding expansicn in stage (3),
however, .ach of tr-»se verbs demonstrates quite different
aspects of analysis. Some stress manipulations performed
directly upon conceptualizations. Others stress the opera-
tions needed to reach these conceptualizations from various
word constructions,

The program, with the Lisp interpreter and the Mlisp
translator and sufficient working space, filled about 50,000
PDP-10 words. ‘When the c¢ontrol program was compiled and
loaded without the Mlisp translator, the total was 35,000
words. The CPU time in the interpreted version for hardling

sentences including those *that will be discussed was between




I

Ul

5 and 10 seconds, while it was less than 2 seconds in the
compiled form. Both time and space could have been greatly
improved if that had been of interest, For example, predi-
cates are re-evaluated even though it is known that none of
their parameters have changed and re-evaluation could be
avoided. Also many of the dictionary entries have segments
tiiat could be shared with other entries. But the purpose

of the program was to be a concrete expression of a theory,
such that changes in the theory rould be tested and, at the
same time, extensions to the program would add to the theory,

For this task the analyzer program was always satisfactory.

28
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2.4 OVERVIEW OF THE ANALYSIS PROCESS

The analysis of a sentence is driven by the executiny
of programs attached to ~ach of the words thet occur in
this sentence. But the prohgrams associated witn a word
are not executed immediately upon the discovery of the word.
Instead, to each program is attached a condition which th~
state of the analysis must fulfill before that program i«
executed. This pair, of condition and program, is a
request, and the two parts are called test and action respec-
tively. The whole package of requests which is attached
to a word is called the sense of that word. Also part cf
the sense of a word is a set of features that describes
various passive apsects of the word or the concept to which
it refers.

The analysis of a sentence consists of two activities:

1) The requests attached to a word are added to
the lis* of requests active, i.e. those re-
quests that have previously bheen added, buc
whose conditions have not yet been fulfilled.

2) The list of requests is rechecked wheuever new
words or concepts occur to sjee if any of the
conditions of the requests have become satisfied.
1f so, the actions associated with these satis-
fied conditions are executed, and then the list
is rechecked to sece if any more conditicns have
become fulfilled.

These two steps make up the monitoring control program

of the analyzer. This program looks for knowledge about
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the language relevant to the text being analyzed and ap-

plies the information that is found.

There will be many examples given later showing ex-
actly how the analyzer works, However, a general idea can
be obtained by following, in less detail, the analysis of
a simple example. Consider the sentence, "John gave Mary
@ beating." It is assumed that this sentence has the same
meaning as, "John beat Mary." The chart that follows shows
an outline of the basic flow of decision and prediction
that the analyzer goes through with this example. “NP*
is, of course, an abbreviation for “noun phrase”. Under
the heading "Requests Waiting" appears only the test vortion
of each request. When the number of a request appears un-
der the heading "Requests Triggered"”, it means that the
test of that request was fulfilled. The action portion

of a triggered request follows, under the heading "Actions
Taken".

30




P e

T

i

iy

T T AT T

REQUESTS WAITING

REQUESTS TRIGGERED ACTIONS TAKEN

l--is there an
NP?

none

none

l-is there an
NP?

assume "John"
is subject of
the verb to
follow

2-is the current
NP a human?
3-is the current
NP an obiect?
4-1is the current
NP an action?
S-true

assume the word
"to", if it ap-
pears, introduc.

the "giving"”

b

the recinicent of

2-is the current
NP a human?
3-is the current
NP an object?
4-is the current
NP an action?

assume Mary is
the recipient
of the "giving"

i NSTEP] WORD REA
i
H @ | none
H 1l | John
- 2 gave
“
==

3 | Mary
2
= .

4 {a
- n

i

3-is the current
NP an object?
4-is the current
NP an action?
6-true

save the current
list of requests
and replace it
with:

7-does the cur-
rent word end

an NP?

1

5 | beating

bl

7-dces the cur-~
rent word end
an NP?

none

none

6 | period

7-does the cur-
rent word end
an NP?

build the NP

"a beating" and
reset the list
of requests

none

3-is the current
NP an object?
4-is the current
NP an action?

assume the NP
action 1s the
main action of
the clause, the
subject (John)
is the actor and
the recipient
(Mary) is the

ocbject

3

1
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After Btep 7 there are no more words to be read and no
more requests are triggered, and so the analysis stops. The

final result is that John beat Mary, i.e. that John hit Mary

repeatedly, presumably with his hand. Most of the ccncentual

action except for "John" and "Mary" came from the dic-
tionary entry for the sense of "beating" that was assumed.

Step @ is, of course, the. same in any analysis. In
step 2 there is request 5 which has a test that is always
true. Such requests are executed immediately. This one
changes the sense of the word "to", which might occur later.
This is cne ¢f the basic ways in which the analyzer tries to
avoid problems of ambiguity. The prediction made might be
wrong, but it specifies the most reasonable meaning of "to"
to try first. Step 4 shows how noun phrases are built. A
noun phrase introducer, like an article, temporarily halts
other processing until a noun phrase is collected. Step 4
also shows an instance of one request changing the set of
requests waiting. Step 7 involves the direct manipulation
of conceptualizations. Both Step 4 and Step 7 show how far
removed from syntactic manipulations the actions that oc-
cur during analysis can be.

A basic feeling for the flow of action during analysis
is important for reading what follows. The form of the pro-

gram used has a number of implications and there will be

many comments on these implications. How concepts like meaning

and ambiguity relate to requests and senses, what role syntax
plays, what aspects of a theory of language comprehension

are stressed in this format, and other such topics shall

be touched upon.
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2.5 SENSE VERSUS MEANING

The term "sense" has a very specialized meaning for the
analyzer. It is the label for a package of requests and
features that together describe how a word with that sense
interacts with other words in a text. A sense, therefore,
is not directly equivalent to the meaning of a word, i.e.
to a conceptual representation. It differs in two weys
from the idea of meaning:

1) The same sense of a word in two different con-
cexts may produce two different meanings. For
example, to "hreak a promise (vow, cath, rule)”
while containing a different meaning for "break"
than that found in "break a bottle ({table, vin-
dow)" does not require two different senses of
"break". Ore sense, containing a request that
tests for a physical object of the "breaking"
and another request that tests for an obligation
as the object of "breaking", will be akle to
handle both uses.

2) More importantly, a sense is distinguished from
the idea of meaning in that the task o. a sense
is to contribute to the interpretation of the
text as a whole, and not of the word alone.
There may be no simple relationship between any
subpart of the final conceptualization and some
word from the initial sentence, For example,
the interpretation the analyzer gives for "John

gave Mary a beating" is that John hit Mary re-
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peatadly. The coatribution of the sense of
"give" used is to take the conceptual struct-
ure of "beating" and insert John and Mary arc
the participants, in the correct roles. "Give"
itself, however, produces no conceptual piece
of its own. The role of "give" in the sentence
is only definable in terms of the actiouns that
1.s sense performs upon other conceptual struct-
vres.
Because a sense is a collection of requests, any change
to that collection--addition, deletion, or modification--
in effect creates a new sease. It is a matter of pragmatics
w~2ther the changing of a word's sense should be done by
changing the list of requests it has or by replacing that
list with a prepared one that embodies these changes. If
there are several commonly used packages of requests for a
word, then each of these can be saved and used when some

request from some other word or concept calls for it.
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CHAPTER 3

i

PREVIOUS WORK

The analyzer Just described is brsed on some very

z fundamental assumptions abhout languyage processing.

These
choices are not

Unexpected ones,

from an histcrical view
of computational linguistics.

Fhey follow a trend towards
greater and greater emphasis on semantic and conceptual

matters rather than on syntactic ones. But as a result,
: there is not much relevant Preceding research from linguis-

tics and computational linguistics,

AL

both of which havea
Stressed

il

the syntactic approach.

There are two Previous Computational analysis systems

though that have been highly influential on the directions

: that later work has taken, and no new effort can ignore

them in discussing alternatives, I refer to the work of

Woods (1970) and Winograd (197]1).

The former pProduced a
Very successful syntactically oriented parser,

In doing
SO0 he verified a set cf

mechanisms of interest to other

designers of syntactic systems. Winograd produced a com-

an integrated set of programs,
to carry on dis

Plete System,

i m\WWWWW Bl

which was able

course with a human about a changing world.

i

However, each component was limited in domain.

As with
Woods* work, both the success

achieved and the Presenta-
tion of a tested set of mechanisms for attaini

ng this goal
made Winograd'

S work important.

Before describing where I have gone I must describe

where I have not gone and why. What assumptions were basic

to the work of Woods and Winograd tn

at kept me from expand-
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ing on either of their approaches? And wnat assumptions
were basic to the anaiyzer that was developed? The first
question shall ke answered here, and the second in the next
section.

The parser written by Woods is a syntactic one. The

mechanism for pirsing is the augmented transition graph.

It enables a programmer to specify a grammar for a language
in a form that can be understood by a linguist and at the
same time can also be used by a program to assign syntactic
structures to sentences in that language. The basic format
is a transition graph, that is, a description of a flow
of aecisions in terms of nodes (or states) and arcs between
these nodes. An arc is associated with a condition and
traversing that arc is equivalent to deciding that that
condition is true. The parsing task is basically one
of recogrition. At the beginning of the analysis the pro-
gram is at the initial node of the graph. From this node
lead a number of arcs, each of which, in the simplest sys-
tem, is a condition on a word, for example that it is a noun
or a verb. The first word is taken from the sentence. From
the set of arcs whose condition is true of the word, one
is chosen and traversed. This leads to a new node and hence
a new set of exit arcs. The next word is taken from the
sentence and so on. Certain nodes are specially treatad.
If the sentence is finished wnen tne program is at one of
these¢ nodes then & successful parse has occurred. Otherwise
an error has occurred and backup must be done. This kind
of system is much too limited for handling unrestricted
English. Two mechanisms are added that extend the power
of the graph concept without destroying its clarity.

One of the mechanisms is a set of registers. An arc
predicate can refer to them and the traversal of an arc

may change their values. 1In this way information can be
36
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passed from one step to another.

The other mechanism is recursion. Arcs are not limited
to being ccnditions on words. They may refer to struct-
iral conditions that are themselves recognized by augment ed
transition graphs, including the one to which the arc
belongs. Tbus, instead of an arc looking for a noun, there
can be one looking for a noun phrase,. Together with Ilunc-
tions for passing register values through such calls, thesc
two mechanis: make the transition graph powerful enough
to handle the syntax of i natural language like English.

The role . ° semantics in this system is to be a check
and guide for syntactic analysis., At certaii roints seman-
tic routines are referenced in order to try and help out
syntactic decisions, but because semantic routines tend to
be powerful but slow, it is the job of the designer to balance
the use of semantic and syntactic means, so that semantics is
done only when it can imnrove upon fairly fast syntactic
routines.

Backtracking is very simple in graphs. It is done when-
ever the parse:. fiids itself at a node from which no exit
arcs have conditions which are satisf.ed. When this occurs
the parser returns to the node previous to this one and tries
annother possible exit from that. If there are none, back-
tracking occurs again and so on.

Winograd's worikx has a syntax based loosely on the linjuis-
tic system of Michael Halliday (1970). Sentence are looked
upon as sets of choices of features, features which are
grouped according to the rank order of the sentential unit
to which they apply. Thus, there are features of words, of
phrases, ard of clauses. Some features are possible options
(in the generative grammar sense) only if certain other

features are present or absent. A sentence like, "“The three
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big red dogs ate a raw steak," is parsed not int> a syn-

tactic tree, such as:

NP — T ve_
- Pl VB ~ \\\NP
DET N
The NTM ///”23\ ate DET NP{\
| / N\
: ATJ %Pf\ a ADJ NPl
| |

big ADJ NP

red noun

dogs

but into levels of features as below:

) CLAUSE L
r* I - ]
NG ¢ NG
/”_V \\\;\\ ! /
DET NUM ADJ ADJ NOUN VB DET ADJ NOUN
l | | | I I | | l
the 3 kig red dogs ate a raw steak

The parsing task is to find patterns in sentences and
d~cide what features they indicate. Once these features are
found, semantic routines that are attached to them are exe-
cuted., These routines, which for Winograd are the meanings
of the features they are attached to, are not concerned with
building the parse tree as they are in Woods, but with the
manipulation of a world model. And although there are fea-
tures that apply to the sentence as a whole, e.g. declara-
tive and interrogative, there are others that occur closer to
the word level., Because of this, some semantic routines are
executed before the processing of the sentence is completely
finished,.

Further in contrast to Woods, the homogeneity of pro-
cesses i35 lessened even more by the attaching of specialized

routines called demons to certain function words, like "and"
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and "or". These demons are nrocedures that interrupt tie
rormal flow of parsing to take care of the speciil neueds !
the words to which they are attached.

Backup is greatly affected by this apprcach where a
feature once recognized can cause fairly -omplex programs to
be executed., Unlike the transition graph model, the f{low
of actions in Winograd's rarser is not casily descrinable.

A benefit cf using a honmnogencous, restricted set of func-
tions such as Woods' is that decisions can be retraced auto-
matically. But in a system where prccedures are of many
kinds, sther means must be used to meet the problewm, One
pcssibility is to use the decision point capability of 1 lan
age like PLANNER. With this device decisions can be marked
as being places from which to start over i1f something goes

. wrong later. However, the approach favored by Winograd is

that an intelligent analyzer should be able to decide where

it shouid start over, by loecking at the nature of the mistake,
Comparing my analyzer to the wor'. described above brings

out some similarities. For instance, the conftrol structure

I have used is similar to the augmented transition graph of

Woods. In both cases the process of analysis moves from

3

one tet of actions, each contingent on some situation, tc

ansther, and a large part ¢f the analysis consists only of

theze transitions. But the control structure is about the

only thing ir. common between the two systems. The contoent

and intent of the functions involved ace very different. In
£ content, Woods' functions ask questions of syntax. In 1n-

tent those functions are meant toc build parse trees, syntactic

e

descriptions of sentences. in contrast, the functions of

the analyzer to be describcd here ask questions about the

I

relationships of words and cnncepts, and about the conceptual
- structures communicated Ly the =entence whihh have bLeen
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assumed so far, This is the content ¢of the analyzer's func-
tions. In intent, the analyzer is trying to build a unified
conceptual structure that is the meaning of the sentence,

For this, syntactic structures are a tool and no more. And
when 1t comes to backup, there is no intention that this
should be a simple retracing of the decision path. Given the
number of different things that the functions of the analy-
zer do, retracing does not seem at all reasonable,

The hetcrogeneity of functions is a similarity between
the analyzer and Winograd's system. But there is still in
Winograd's work an emphasis on syntax. Winograd's is a
language processing program that lccks for certain syntactic
constructions, This program can be interrupted, but the
rasic flow of the system is still one of syntactic analysis,
In contrast, my analyzer can be considered to be nothing but
interruptions, 3ome words have more drastic routines than
others, but all of them can play an active role,

This difference between Winograd's wocrk and my own is
ref ~cted in the fact that there are no explicit specifica-
tions of global syntactic structures in my analyzer. Struct-
ured patterns, patterns that can be held apart from the
words involved, do not occur here. Implicitly such patterrns
can be there in the same way that any consistently applied
process can be described by the patterns of its behavior, but
¢xplicitly there are no such patterns,

Backup in the analyzer, as it is planned, is distinguished
from the approach of Wocds and like that of Winograd in that
there is no backing up to decision points. Rather the analy:zer
Legins again, starting with some point in the surface of the
sentence, With certain choices ruled out and certain sub-
analyses left alone. The choices that are forbidden, the sub-

analyses that are left alone, and the point at which reanaly-
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sis begins, all this should Le determinabile by p10ut 1 aes
that look at the problem that has arisen and make guesscs
about the cause. This is counter to a decisiocn point mech-
anism, the use of which would be making an implicit cla.m,
that when people make decisinns, they expect them to go
wrong. But the problems that cause backup are not expected
They are surprises. A joke such as, "1 was o2n a nunt-

ing expedition. I shot two bucks. It was all 1 had," de-
pends cn this element of surprise., Unfortunately saving
this about bkackup is really saying only that backup is toc
serious a problem to be handled with one simple mechanism,
intelligent routines that can direct reanalysis are still a
thing cf the future.

The representaticn of meaning is another dividing peint
between this work and the others. For Woods, the semantic
base is defined specifically for the task. Thus there is
a highly rvecialized semantic base for handling lunar samples,.
This allows him to represent, in a manipulable but non-ex-
tendible form, fairly complicated entities and relationships,
The manipulations however are for the most part infurmation
retrieval actions, that is, scarch and pattern match routines
on canonical forms, Winograd's base, on the other hand, deals
with more concrete entities and relationships, namely blocks
and their positions in space, and actions that involve changes
in these relationships, With this base the program .- able
to perform more complex i1nferences than Woods', and do more
than retrieve pre-stored information. However it is limited
to simple physicdl objects and relationships, and it is rot
clear how well the system could be extended to a data base
involving beliefs about people and objecis, about probabl
intentions and normal functions,

In the analyzer the base is the Conceptual Dependency
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(CD) representation system, which has developed from the
work of Roger Schank (1©72). The primitive units and
basic relationships have been worked out independent of
particular tasks. The overall criterion is that CD graphs
shouid differ if and only if the meaning being represented
differs, excepting differences due to logical connectives.
It is thus intended that two sentences have the same CD
representation if and only if they are paraphrases.

This representaticn has been designed with an emphasis
on the kinds of concepts people use in dealing with other
peopie. Concepts like beliefs, communication, intention,
reasons, and results, are the focus of study. More abstract
systems like set theory can be elegantly formalized and
efficiently programmed, but have little to do with human
concerns,

The distinctions between the analyzer and the other
two systems are, 1 believe, quite basic. They stem from
differences in philosophies. The goal of the development
of the analyzer has not been one of buildiny an imrnediately
practical understander of the English language. Nor has
it been an experiment to see how much can be done with a
small, restricted set of functions. It has been a search
for mechanisms that seemed reasonable for people to use
when they understand language. There were basic assumptions
about tie nature of the output of analysis, such as how
deep comprehension should be taken, before it became a mat-
ter of non-linguistic cognition rather than language analysis.
There were also assumptions about the nature of the input
to the analyzer, about what information came from syntactic
patterns, what from inference, what from world knowledge
and so on. The designing of mechanisms specific enough for
programming was directed by some assumptions, led to the
recognition of others, and caused the modification of
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some that had been accepted.

Besides the work of Woods and Winoqgrad, there is an-
other effort involving language analysis that has not yct
had the influence upon the field that these two have had.
However, it shares several basic features with the work
to be described. It is a very distinctive approach; it
shuns the use of syntax in the extraction of meaning; it
has a well-defined, 'road-base semantic representation
system, and ‘its mechanisms are the basis for describing
a theory of natural language inference. 1 refer to the
work of Yorick Wilks (1973a, b) at Stanford University.

His effort has been oriented not about analysis it-
self but about the total! task of machine translation. The
stress of his work though has been on the analysis portion,
It is up to the analysis routines tu take English texts,
disambiguate the words and semantic relationships in-
volved, and settle guestions like anaphoric reference, to
the point where the generation routines can construct French
texts as output. There is a working program that is quite
impressive.

Briefly described, and ignoring the formalism, the
system consists of a number of routines, each of which takes
the output of some other one and creates a new scructure
with more relationships between the semantic elements than
before. Eventually there is a structure ready for genera-
tion into French, The first of these routines takes the
basic input text and fragments it, using various key words
and rules about special cases. The fragments of text are
then passed to a routine that locoks at the possible senses
each word can have. These senses are cxpressed by formulas.
Formulas are list structures made up of elements. There

are sixty primitive semantic elements, divided into five
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different classes: entities (MAN, STUFF}, acticons (FORCY,

DO), types (KIND, HOW), sorts (CONTAINER, GOOD), and

cases (SUBJ, TO). Each formula, i.e. each word sense, has
one element that is its head. The first step in the choos-

ing of word meanings is toc form templates from the heads of

the formulas that appear in the text fragment. Bare templates

are simple triples of elements in the pattern (actor action
object). There is a list of permissible bare templates.
Each of the possible combinations of word senses forms a
template, but only those which appear in the list are kept.
This causes some recduction in the numbher of possible word
sense combinations. Then eacn of the sense-formulas in the
template is checked for specifications of preferences about
the other elements ir the template. The templates that

have the greatest number of preferences satisfied are kept
for the next stage. Eventually, if there still exists am-
biguity, i.e. several templates, a set of Common Sense
Inference Rules (CSIR) is applied. These take a template
and produce a new one, an inference from the old. These

new templates are then used to try and resolve the dif-
ficulties. For example, in "The soldiers fired at the women
and 1 saw several fall," there is an ambiguous reference
with "several". There is 1 template for the fragment
"soldiers fired at the women" and two for "several fall".
There is a CSIR that takes the template "one strike another"”
and produces the new template "other falls". Applied to the
first template for the sentence, the CSIR yields the template
"women fall" and this matches one of the templates for the
second sentence fragment. If no shorter chain of CSIRs is
found, this match is preferred and "several" is assumed to
refer to "women".
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There are several aspects of this work by Wilks that
are aspects nf my own work as welli. He claims that much of
syntax can be handled by semantics. The semantics he uses
is not devised for a particular topic domain but is based
on a set of general primitives. The treatment is intended
to be applicable to texts both shorter and lonrger than single
sentences. The mechanisms, particularly the templates,
are part of the vocabulary for his theory of context.

However, anyone looking at the two systems will un-
coubtedly see more differences than similarities. The
basic scheme of analysis, which tuakes a chunk of text and
reprocesses it over and over, is totally counter to the
word-by-word, left-tc-right method of my analyzer. All
the active parts of his analyzer are in routines which
manipulate the static structural descriptions associated
with each word. Knowledge about language analysis,, such
as the passive construction, ("John was hit") or the similar
"give" construction ("John gave Mary a beating®) would ap-
pear not in the Jdefinitions cf "be" and "give" but in
routines that noted the occurrence of "be" and "give" and
performed some kind of transformation. This also is counter
to the approach of my analyzer.

Despite agreement by Wilks and myself on topics like
semantic structures versus syvntactic ones, the two analy-
zers are very different in design. This is because of the
difference in task. For Wilks the task is machine transla-
tion. For myself the task is developing a model of human
comprehension of natural language. Nothing about these
two tasks demands that they be handled differently. The
analyzer of this work could be the front-end of a transla-
tion system (as in a sense it was with the MARGIE project--

see "History of the Analyzer") ar4 one could claim that
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Wilks' analyzer is a model, if not of human language com-

Prehension in general, at least of human comprehension

when translation is being done.

though,

It is certainly the case,

that the two different concerns did lead to very
different results,

The point of this is to emphasize a theme that is in

the background of much of the work in this theses. The

theme is the importance of keeping a goal! in mind during

development work. The differences between my work and that

of Woods, Winograd and Wilks stem from the fact that the

goals behind my analyzer, which are described in the next

section, are not the goals of the others.

even if the various goals are consistent with each other,

can lezd to drastically different results. For this reason

the goals and assumptions that will be described are of

Crucial importance in understanding what has been done.

And this point shall Yeappear throughout this work,
explicitly or implicitiy,

either
when a discussion is raised not

on how something can be done vut on how it should be done.

46
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CHAPTER ¢4

BASIC IDEAS IN THE ANALYZER

4.1 GOALS AND ASSUMPTIONS

The form of the analyzer described is the result of
assumptions of two different types. One set of assumptions
is concerned with how the analyzer should carry out the
task of assigning meaning rerresentations to sentences.

This set, however, is dependent upon another set of assump-
tions. These are the ones that specify the purpose of writ-
iny an analysis program at all. That is, the goals of the

Program care determined in part by the goals of the theorist.

The goal of this work as a theory is to investigate
how language might be comprehended by humans. Given cer-
tain intuitive beliefs about the process in general, what
specifically would an analyzer based on 3such Principles
lock like? The questions to be answered are:

1) What assumptions and decisions are made during
the comprehensinn of a sentence?
2) When are the assumptions and decisions made?
3) What are the reasons for these assumptions
and decisions?
The assumptions of concern in (1) are Primarily those that
are about the meaning of a sentence. There are other con-
clusions that may be drawn by someone vhen hearing a senteiice,
such as the educational status of the speaker, but these
are not directly related to the meaning the hearer finally
gives to the sentence. The answers to (2) are not ones of
time but of position. That is, if a sentence could be said
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to take five seconds to understand, the answer being loo..ed

for is not that a decision took place two seconds after the

Sentence analysis began. Rather,

answers to (2) take the
form "a.

Soon as a devision is made about A, then a decision

is made about B, Lut not befnre." This, of course, is re-

lated to (3) because jif a decision A waits for some otaer

decisic B to be made then decisiou. A probably has as one

Of its reasons some information from decision B. And in

(3) as in (1), the interest is on decisions made for rea-

S0ns that are related to meaning. t

us the theory does
not try to deal with an effect on the analysis due to some -

thing like knowing that th.: Speaker always uses certain

words in

These assumptions about the object of study stress

the decisjon aspect o: language analysis. This is reflected

in the form of the data/control structure o

f “he analyzer
BProgram,

Decisions ang their reasons are set apart from

the rest of the System so that they can be se

eén more clearly
and be

iore easily expanded and modified. The basic data

about language is Contained inp specificatio

ns of language
Situations

and appropriate actions for these situations.
Once it s decided that the analyzer should be a

toncrete expression of a theory of human lan

guage bProcessing,
then the

tasks of the Program are defined by the assum

Pticns
of this theory.

There were four initial assumptions made
about human

comp reheusion which were relevant to the pro-

gratn design:

1} The Primary goal in the analysis of 3 sentence

is to find an interpretatio, for that sentence,

to find ideas that are the Same as or similar

to thcse which the speaker wanted to communicate
with the sentence.
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i 2) Decisions about concepts and conceptual re-

lationships for the sentence are made while

T

the sentence is beinr read. One does not
wait until everything is present to start

making decisions about the meaning of the

first word of the sentence.

3) Previous choices have prepared for lacer

T

choices by making predictions about likely

situations to watch out for, The end of a

il

sentence is guessed at after the .oeginning is
understood. For example, the objects of a

verb are predicted toc be in conformity with

AF‘N

restrictions specific to the verb and to the

context of the sentence.

T

4) The first things recognized in a sentence are

its words. Once the words are seen, meanings
can be assumed and predictions can be made.
BYut first the words have to be seen. The
word is thus a basic element. Associated

with the words are not only the concepts that

the words refer to, but also the expectations

that predict what words and concepts might

T AR AT

co-occur and how these words and concepts

are related o the total meaning being com-

municated.

R G

Assumption (l) includes a claim about what people do

with language. It says that they communicate thoughts with

sentences.

Basic to Conceptual Dependency theory is this

assumption that thoughts are different than sentences, that

ideas are built from language-free concepts and language-

free relationships bhetween those concepts. Communication

is the transformation from a thought to an utterance by one
49

ﬁ
|
i
H




WNH

person, back to something like the original thought by
another person. The transformations are between structures
of two very different types, between concepts and sound pat-
terns.

This emphasis on meaning does not mean that syntax
might not play an important part in the analv.ier. However,
the next three assumptions do greatly limit the role that
syntax plays 1in the system described.

Assumption (2) says that concepts are chosen while the
sentence is still being read or heard. This does not di-
rectly say that syntactic structures should not be built,

Ibut it does reduce their importance. Syntactic structurcs
that apply to the sentence as a wnole will be recognized only
at the end of the sentence, by which point, by (2), the
meaning of the sentence should be known already. Such large
structures thus are seen too late to affect the flow of

the analysis.

Assumption (2) provides, with the idea of predictions.
a mechanism for anal: .is. Predictions are links that tie
tne words together in a sentence (and tie sentences together
in a text). An augmented transition gragh, such as Woods',
us :s a prediction mechanism to do syntax analysis. Coupled
with assumption (2) however, assumption (3) leads to predic-
tions councerned not with syntactic structures but with con-
ceptual ones. It turns out that this fui.ther reduces the
use of syntax. Instead of predicting a syntactic structure
which has a certain meaning the analyzer predicts the mean-
ing directly. For example, with a prepositional phrase such
as "on the door of the house o the hill" it is not nec-
essary to preserve {(or predict) syntactically relationships
*tat have to he made clear conceptually anyway. The phrase
can be treated as three separate cases of prepositional gov-

ernment, "on the door", "of the house", and "on the hill"“.
50
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The fact that the door is part of the house which is on

the hill is conceptual information, not syntactic.
Assumption (4) emphasizes two concrete elements of

language, word and meaning. Words and not syntactic struc-

tures are the source of expectations in a sentence. This

o is because syntactic structures, insofar as they can be

said to exist in this cnalyzer, are themselves predictions.

o They originate in words that predict the appearance of

certain words and word-classes. Therefcre, if a syntactic
i structure makes an expectation when it occurs,
-- ther the words that predict that syntactic structure could

i. make this expectation when they predict the structure

The analyzer that arises from these four assumptions

- is from the start different from others. It differs from

those that generate syntactic structural descriptions, and

E - 1v differs from those that look for patterns in sentences.

I believe thav all previous efforts fall into one or both

of these sets. Most programs have generated syntactic
descriptions of sentences. Those that didn't, such as

the first attempt at a CD analyzer (Schank and Tesler (1970):

relied on pattern matchirg to extract the features they

needed from the sentences they analyzed.
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4.2 PATTERN MATCHING

Pattern matching is a very flexible mechanism and, in

a suitably designed programming language, some algorithms

L

can be edsily given in terms of input and output patterns
(see Enea and Colby (1973), and Tesler, Enea and Smith (1973})).

However pattern matching was not used to a great degree

in the analyzer. There were four characteristics of nat-

i

tern matching systems tnat made them inappropriate fcr the
approach used:
1) Lack of communication-When a pattern match fails
there has been work done prior to this failure

and information gained that could save labor

| T O T

in trying the next pattern. In a pure pattern

matching system however, each pattern would be

a fresh start and the information would be lost.
- 2) Ordering demands-It may be the case that the

- mere presence of several features, regardless
of their order of apnearance, is the crucial
factor t-~ look for. I.. a pure pattern match-

1 ing syct.m, however, patterns are specified

as linear, hence ordered, strings of elements.

3) Inflexibility-It may be the case t.tat elements

- 1n the input need to be classified according
to a feature that has been dynamically pro-

duced and would not be feasible as a normal

feature, e.g., "object broken by bottle droprad

E by John." A pure pattern matcher however is

based upon a static classification,
4) Rewriting-Pattern is often viewed as a form

of rewriting, that is, the input pattern is

rewritten as the output. It is unnatural, 1
feel, to look at a meaning as being the re-
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write of a word. Certainly the word is sti1ll

present after its meaning has been assigned.

The word is not converted into a concept, hut

H rather, at the most, it is associated with
one.

These characteristics are only biases, not insurmount-
able limitations. However, the more mechanisms that are
introduced to remove these aspects and the more they are
used, the less distinction there is between a pattern matcih-

ing system and any other programming device. Finally, it

is my belief that natural language analysis is a domain where

E such extension mechanisms would be necessary. Hence pattern

matching is not a central aspect of the analyzer.
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4.3  AMBIGUITY

The problem of ambiguity has been a major one for
computational linguistics. UYsually two types of amhiguity
are recognized: semantic and syntactic. An example of
semantic ambiguity is "The prince held a ball" where "a
kall" might mean a round physical ol ject or it might meaun
a type Ol gathering. An vxample of syntactic ambiguity
is "1 told Mary to keep her quiet" where the interpretation
of the sentence might be that I told Mary something in or-
der to keep Mary guiet or that I told Mary that she shouid
keep soncone else quiet, In the analyzer, however, this
second type of ambiguity is subsumed under the first type.
This 1s hecause the syntactic processes that were incorpor-
2ted were those performed by programs attached to words
and concepts, Thus, 1n making semantic decisions, i.e,
choosing the meanings of words, the arnalyzer is simultan-
eously making syntactic decisions, because part of the mean-
1ing of a word is the role the word plays in the sentence.

There are a number of questions that make up the prob-
lem of ambiguity: foremost, of course, is the question of
what the processes are that produce (which is not necessarily
a process of choosinag from a set of possibilities) the most
reasonable, in human terms, interpretation of a sentence.
Related to this is the question of whether ambiguities should
be seen by an analyzer and resolved, or whether they should
not ke seen by the analyzer at all. 1f the former approach
1s taken, there is another question about whether the re-
solution of the ambiguity should he done immediately or at
the end of the clause or sentence or paragraph.

The analyzer makes no claim to having answered the
first question. But specific types of processes that Jdo

affect decisions about word meanings will be described.
54

i

|
¥
i
|
H




: As to the questions of when, if ever, amhiguities are seen

ar . resolved, the analyzer takes a mixed approach. The

i key is the distinction between a sense of the word, as the

term is used in the analyzer, and what intuitively, would

be called the meaning of that word. Only one sense of a

word is normally seen by the analyzer, and if more than

one are found, one is chosen immediately. However a sense

is itself a set of bprograms cach of which can produce a

distinct conceptual reprcsentation if the right circumstances

cccur. Thus, even though one sense is chosen for a word,

there may stjil] be, so to speak, Several meanings available,

But note that the circumstances that lead to these different

meanings are distinct. One sense does not predict two con-

tradictcry actions for the same expected situation. This

is true, by fiat, for requests in general. There will not

be for a situation, S, two requests edach testing for s

but causing contradictory actions if S is found,. In the

Special case, where the Situation S is the occurrence of

= a single word, this is saying no more than that a word

has only one sense expected at a time. The Principle is

extended, then, to cover also those Situations where §

'l

is
not a word.
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CHAPTER §

CONCEPTUAL DEPENDENCY

5.1 GENERAL ASPECTS

Conceptual Dependency as a term applies to several dif-
ferent aspects of work that has been carried on for the past
four years. The least crucial of these aspects ic the nota-

tion involved, but it is that which, or necessity, the most

space must be devoted for description. For perspe~_ive how-

ever, there should also be a brief mention of r-e sther things

that make up Concaptual Dependency. They are:

1) A claim--The claim is that an interlingua should

L S e L

be a system of structures suitable for the repre-

sentation of language-independent concept s. Fur-

ther, the understanding of language means the as-

sociation of such structures with linguistic ones.
2) A methodology--The methodeclegy (by no means well-
defined) makes heavy use of introspection about
what simple natural language utterances mean. Then
there is a search for primitive elements and rela-
tionships, and ways of combining the two, that
Capture both what a single Phrase means, and also

what similarities and differences in meaning the

e i

phrase has when compared with other phrases. The

paper by Schank et al. (1972)

is a good example
of the results of this «ind of approach.

3) A system of primitives-~In CD it is assumed that

the interlingual structures are built with elements

from a well-defined set of building blocks, elements
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which are themselves not reducible to other strug-
ures., This 1s opposed to a system where all ele-
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